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Abstract

The United States Environmental Protection Agency (EPA) works to improve the policy and practice of evaluating environmental programs by integrating evaluation into the design of new programs. The EPA is working with the Paint Product Stewardship Initiative (PPSI) to integrate evaluation into the design of a paint management program in Minnesota.  The results and learning from measurement and evaluation of the Minnesota Demonstration Project (MN-DP) will be used to design and implement a national system to manage the more than 65 million gallons of post-consumer paint generated annually in the United States. The variety and number of goals and objectives as well as the collaborative and diverse nature of the PPSI makes integrating evaluation into the MN-DP a complex process.  To assist the MN-DP, the EPA is providing a systematic approach to integrating evaluation into program design.  The approach is a means to improve communication with stakeholders about the process of developing program theory, evaluation questions, performance measures and an evaluation methodology.  The approach also structures the discussion and development of evaluation policies that can guide the implementation and continuous improvement of a national paint management system.  
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Environmental Evaluation 
Program Evaluation has its historical roots in the disciplinary traditions of education and social services, and these fields have typically been at the forefront of new evaluation models and methodologies.  The complexity, uncertainty, and interdependence of social and ecological systems confound outcome evaluations that are undertaken by the relatively few environmental evaluators that are spread across disciplines such as environmental protection, environmental sciences, resource management, and biodiversity conservation.  While accountability requirements demand evidence of program success in the short-term, changes in environmental condition are more often measured in the long-term and affected by extraneous factors, multiple feedback loops, unintended outcomes, and unclear causal relationships.  These challenges highlight the need for environmental disciplines and organizations to collaborate to improve the effectiveness and quality of the policies and practices of environmental evaluation.
Evaluation at EPA
In response to this need, the United States Environmental Protection Agency (EPA) is developing close ties with the environmental evaluation community through initiatives such as the Environmental Evaluators Networking Forum (www.nfwf.org/een) to advance the state-of-the-art in evaluation theory and practice and support policies that result in evaluations that improve programs, support accountability requirements and generate evidence of effectiveness.  EPA collaboration with the environmental evaluation community has highlighted the importance of integrating evaluation into the design and culture of programs as a means to better evidence of effectiveness and better use and dissemination of results and learning.  

Integrating Evaluation: Theory  
In addition to collaborative learning through EPA partnerships, a search of the peer-reviewed environmental literature found many authors from a variety of environmental disciplines emphasizing the importance of integrating evaluation.  First, rather than approaching evaluation as a one time event, the environmental community should integrate evaluation into the program cycle (Kondolf and Micheli 1995; Hockings 1998; Knapp and Kim 1998b; McDuff 2001; Vlaenderen 2001; Salafsky, Margoluis et al. 2003; CMP 2004; Charnley and Engelbert 2005).  Kleiman and colleagues (2000) repine that “biodiversity conservation programs rarely undergo thorough, external, peer-reviewed evaluations” and recommend external peer review of long-term projects every 5 years and annual internal reviews.  Second, integrating monitoring and evaluation into the design of the project or program is a route to more rigorous evidence (Ferraro and Pattanayak 2006; Dale 2007; Ferraro, McIntosh et al. 2007), more efficient organizational learning and better adaptive management (Salafsky, Margoluis et al. 2003).  Third, donors and governments should lay the groundwork for integrating evaluation into environmental programs through institutionalization 


(Knapp and Kim 1998b; Kleiman 2000; Charnley and Engelbert 2005) ADDIN EN.CITE .  Finally, successfully integrating evaluation is contingent on strong leadership (Kleiman 2000) and reaching stakeholder consensus on evaluation questions (Stewart, Coles et al. 2005), context, goals, and measures (Rich 1998). 

Integrating Evaluation: Policy  
EPA research into the state-of-the-art in environmental evaluation theory is intended to build on the experience and expertise of the Agency and its Federal partners and increase overall capacity for evaluation.  With this improved capacity, EPA is working with partners to both document the importance of integrating evaluation and build the concept into new programs. 

Because integrating evaluation into the design of programs and policies is important to generating better evidence of effectiveness, evaluation policies that promote a culture that bases decisions on evidence of effectiveness will also stimulate the theory and practice of integrating evaluation.  The Government Accountability Office (GAO) reported in 2003 that commitment to self-examination and improvement and access to quality data were common characteristics of the cultures of Agencies with exceptional capacity for program evaluation.  Movement toward a culture of evidence and effectiveness has recently gained momentum in the U.S. Congress, where new legislative provisions are focused on “Top Tier” evidence of effectiveness of some social programs.  Congress has requested that the GAO monitor and assess an initiative undertaken by the Coalition for Evidence-Based Policy to identify and validate interventions meeting this evidence standard.  The GAO will report to Congress whether the initiative has value for agencies creating policies related to evidence of effectiveness.  The Second Chance Act, passed in April 2008, is of particular interest to this initiative - it contains a 2% set-aside of program funding for rigorous evaluations that generate evidence of the effectiveness of program strategies.   

Legislation like the Second Chance Act and the resulting evaluation policies set the precedent for integrating evaluation into programs.  Though EPA does not currently have policies that direct evaluation to be integrated into Agency programs, recent actions have initiated the discussion.  A 2007 report by EPA’s Office of the Inspector General cited the lack of funding, capacity, performance data, and partnerships as obstacles to improving program evaluation at EPA.  In response, EPA leadership issued a memorandum requesting, among other things, the integration of evaluation into program planning and accountability systems as well as the development of a strategy to address obstacles to evaluation at EPA.  The first part of the strategy, released in July 2008, addresses capacity and the need to improve environmental program evaluation expertise both inside and outside the Agency.  The second part of the strategy will be released in early 2009 and will grapple with the issues of securing management support, resources, and collaborative partnerships to institutionalize program evaluation at EPA.
Integrating Evaluation: Practice 
EPA estimates that about 10 percent, or 64 million gallons of all paint purchased in the United States is not used.  U.S. local governments spend about $8 USD, or half a billion annually, to manage leftover consumer paint.  Recognizing the need to develop leftover paint management solutions that are both financially and environmentally sustainable, the Product Stewardship Institute (PSI), U.S. EPA, state and local governments, manufacturers, retailers, paint recyclers, paint contractors, and environmental and consumer advocates formed the Paint Product Stewardship Initiative (PPSI).  Since December 2003, PSI has facilitated the PPSI national dialogue aimed at reducing the generation of leftover paint.  These discussions resulted in an agreement that commits stakeholders to conduct a Demonstration Project in the State of Minnesota (MN-DP) that will inform the roll-out of the national system.
EPA’s support of the Paint Product Stewardship Initiative (PPSI) to integrate evaluation into the MN-DP is a good example of theory and policy put into practice.  First, because it is a new program still in the design and planning stages, it offers an opportunity to design a program commodious to good monitoring and evaluation.  For example, one of the six primary goals of the MN-DP, as suggested by the evaluation team, is to measure and evaluate the performance of the MN-DP in achieving the first 5 goals.  Second, should changing political and global climates result in the creation of new environmental programs, the MN-DP is a timely opportunity to test an approach that may be used in the near future.  Third, the program is collaborative and voluntary, involving a diversity of stakeholders, which, within the environmental community, is perceived to be an effective means of accomplishing environmental goals.  Fourth, because the initial roll-out of the program will be as a demonstration in one state, the primary purpose of the program is for learning and sharing results that support and guide the design and implementation of a national paint management system.  The culture of this collaborative initiative is proactive and focused on learning and measuring success, and the PPSI in general has embraced the promise of evaluation and the importance of integrating it into the program during the design phase.  

Integrating Evaluation: A Systematic Approach

The intricacy and number of goals and objectives of the MN-DP as well as the collaborative and diverse nature of the PPSI makes integrating evaluation into the MN-DP a complex process.  The PPSI formed an evaluation team to facilitate the measurement and evaluation process.  To assist the evaluation team, the EPA designed a generic systematic approach to integrating evaluation into program design (Figure 1).  The evaluation team is using the approach to manage the process and communicate with and get feedback from the PPSI.  

The systematic approach to integrating evaluation into program design emerges as a product of two distinct initiatives within the environmental community: the Conservation Measures Partnership approach to adaptive management (CMP 2004) and the U.S. EPA’s approach to performance management.  These initiatives are products of similar fundamental philosophies that drive systematic and iterative approaches to understanding and improving the effectiveness of environmental programs.  The following approach to integrating evaluation into program design is presented as a set of questions that an evaluation team can use to structure discussions and decisions that will result in an evaluation methodology that gives the program the capacity to continuously measure and adapt performance.
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Figure 1. Systematic approach to integrating 

     evaluation into program design.

Describe the Program
What is the program about?  This stage of the process of integrating evaluation is critical to identifying and prioritizing good evaluation questions and consists of forming an evaluation team, examining the program’s mission and goals, and reaching consensus on program theory.  

Team. Who wants to evaluate the program?  The purpose of the team is to help the program build in evaluation.  Although each member of the team should have an interest in measurement and evaluation, there is no need for everyone to be an experienced evaluator.  Ideally the team consists of at least one professional evaluator that leads or co-leads the team.  The team, especially for a complex collaborative program like the MN-DP, should be large enough to capture the diversity of knowledge and experience necessary for informed evaluation design but small enough to be responsive to the evolution of the program – as program goals and activities change so may evaluation questions, measures, and data sources.       

Mission.  What is the mission of the program? Because the mission statement captures the purpose and strategy for achieving the long-term desired outcome, the mission statement helps ground evaluation in the program’s purpose. The MN-DP mission is to “design, implement, and evaluate a fully-funded, statewide, post-consumer paint management system that is economical, flexible, replicable, and relevant to other states throughout the country.”
Goals and Objectives.  What are the goals, objectives, and activities of the program?  The lack of clear goals hinders a program’s ability to communicate the purpose of activities, build meaningful measures of success, and produce a useful evaluation.  Whether they are in a management plan or in another form, the evaluation team uses the goals and objectives to understand the theory of the program and integrate useful evaluation.  In the case of the MN-DP, the evaluation team assisted in the development of the project work plan by crafting a goal and related objectives specifically for measurement and evaluation.   

Logic Model.  How is this program supposed to work? A logic model is an illustration of the relationships between program inputs, outputs, and intended outcomes.  EPA programs regularly use logic models to hone in on program theory and help stakeholders shape and prioritize evaluation questions.  The size of the MN-DP, number of stakeholders involved, complexity, and short timeframe for implementation were factors that affected the accuracy and comprehensiveness of the logic model.  

Evaluation Questions


What questions are most important to understanding and improving the program?  The mission, goals, and logic model help drive and frame evaluation questions and create informed measures of program progress and success.  The questions challenge the assumptions of program theory presented in the logic model and drive the development of the evaluation methodology.  Whether working with a new or existing program, integrating evaluation into program design enables systematic, proactive and informed design of questions that identify the most critical aspects of effectiveness and opportunities for improvement.  By considering the concepts of context, audience, communication and use in the development of each question, the MN-DP is planning and accounting for unintended outcomes and identifying extraneous variables that may affect outcomes of interest.


Context.   What is the story behind the program, the evaluation, and each evaluation question?  Exploring the historic, current, and emergent issues related to each question will help to elucidate the factors influencing the assessment and will result in a more informed methodology.  The MN-DP evaluation team, for example, considers how culture, politics, economics, and the environment affect the questions about the effectiveness of education and outreach.  


Audience.  Who are the audiences for each evaluation question?  Evaluation questions may be relevant to one or multiple stakeholders.  Understanding the significance of the evaluation and each question to each audience will help to craft more useful questions and identify new questions and audiences.  


Communication.  What is the best way to communicate with each audience?  By identifying and prioritizing the audiences interested in each question, the evaluation team can design a methodology that takes into account appropriate tools and approaches for presenting results.  For instance, because industry will run the national paint management system, they have a keen interest in the detailed accounting of questions about cost-effectiveness.  A political leader may have similar interests but may place more emphasis on the big picture benefits to the public and individual citizens and communicate in terms more familiar to constituents.


Use. What are the ways that each audience might use the answers to each question?  Discussions of about how a given audience could use an evaluation or the perceived positive and negative results can help focus the purpose of the evaluation and prepare for unintended uses.  The evaluation of the MN-DP will be publicly available and can be used by anyone.  Knowing how audiences can make the best use of the evaluation can help to prioritize what and how information is presented.  

Measures


What can we measure to answer our questions?  Clear goals and objectives and quality evaluation questions pave the way for clear and diverse measures, a useful evaluation and a better understanding of effectiveness.  The diversity of goals of the MN-DP highlights the need for diverse measures that will require an interdisciplinary approach to assessing progress toward ecological, institutional, attitudinal and behavioral outcomes.  A diversity of measures will enable evaluators and policymakers to better understand the costs, benefits and risks of different components of the program and approaches to achieving goals.  

Data Sources. What information is relevant to the measure?  What are primary and secondary data sources and where are they?  For instance, is information with stakeholders, at a laboratory, in databases, in reports and articles, or are new models and monitoring efforts needed to generate data?  

Collection Methods and Strategy.  What method(s) can we use to get the information from the data source?  Survey instruments, focus groups, field monitoring, literature review, searches of databases, or market research are some options to consider in the context of the evaluation questions and their audiences.  

Given a particular method, what will be the strategy for collecting the data with that method?  For example, if a survey is appropriate, the strategy might address questions of target population, sampling frame, statistical criteria, validity, bias, and timelines. Or if information is in the hands of a particular organization or person, additional resources may be necessary to negotiate exchange or payment.  Although committed to rigorous methods and strategies, the MN-DP is taking care to meet and not exceed the required level of sophistication given the question, audience, intended use, and available resources.  

Analysis Tools.  What tools will we use to analyze information?  Do we want to use descriptive or inferential analyses, quantitative or qualitative, to support a particular measure?  As evidence of the iterative nature of the integration process, the choice of data analysis tools and techniques helps refine the appropriate collection methods and strategy, decide on the frequency that analytical tools are used, and budget for necessary resources.

Data Collection.  How do we implement the methods and strategy?  Decisions about who is responsible for each measure and data source and applying the method and collection strategy can pay long-term dividends in planning, budgeting, efficiency and usefulness of data.  

Data Management. Who will manage the information collected for each measure? How will they manage the data entry, formatting, cleaning, coding, and quality checks?  Where and how will data be stored, and who will have access and how much?  

Documentation


Integrating evaluation is part of program design and planning.  The decisions and plans made during the process naturally structure and flow into documents that guide program operations and may assist in the design and implementation of similar programs.

Evaluation Methodology. What is our evaluation methodology?  If all of the above questions have been discussed and decisions made then the evaluation team has documented much of the structure and contents of an evaluation methodology.  The team has documented the program’s mission, goals, objectives, activities, and program theory.  Evaluation questions have been crafted that consider the context of each question, the audiences with a stake in each question, ways of communicating with each audience and how they might use the answers to evaluate questions.  Measures and indicators have been documented that can provide the information necessary to answer each question. The quality of information that each measure will collect has been addressed by documenting primary and secondary data sources, collection methods and strategies, tools for data analysis, and plans for collection and data management.  

Integrating evaluation into program design enables the program to, in practice, connect assumptions about program theory to evidence-based interpretations about program success.  Documenting the connections between aspirations and evidence empowers a program with the capacity to adaptively manage performance.

Evaluation (Performance/Adaptive Management) Policy.  What is our evaluation policy?  The process of describing the program and developing evaluation questions, performance measures and a methodology addresses the major concepts for a policy that guides evaluation for a group of programs or an organization.  In the case of the MD-DP, where the ultimate purpose is learning and transfer of the program to a national initiative, an evaluation or adaptive management policy will prepare the national paint management system for a future of continuous learning and improvement.  The policy could be adopted by the national system as the overarching approach to performance management.  It could address topics such as institutionalizing evaluation, commitment to effectiveness and continuous improvement, use and sharing of results and learning, priorities for evaluation across the national system, guidance for integrating and implementing evaluation, funding, timelines, internal vs. external evaluation, and building capacity for performance management.

Learning and Conclusions


The MN-DP’s commitment and work to integrate evaluation is resulting in useful lessons for other collaborative environmental programs committed to learning and improvement.  
· Opportunities for integrating evaluation.  Because the MN-DP is in the developmental stages and its purpose is to inform the design and implementation of a national paint management system, the program is particularly receptive to program evaluation.  Pilots, demonstrations, and new programs and policies are excellent opportunities to integrate evaluation and generate better evidence of effectiveness.

· Iterative vs. ambiguous.  Without a central structure around which to communicate, the often iterative process of integrating evaluation can be mistaken as ambiguous and compromise the credibility of the evaluation process, especially if only a small proportion of decision makers understand and are committed to evaluation.  To maintain consistency with the PPSI’s commitment to full collaboration and to avoid confusion within the large and diverse group of MN-DP stakeholders, there was the need for a systematic approach to integrating evaluation that could be clearly communicated.  

· Lack of control.  The evaluation team, with input from stakeholders, designs the evaluation methodology but does not have control over the design of the program.  Decisions in program design can affect program theory, data sources, collection strategies and other components of an evaluation.  The evaluation team must be an integral part of the program design process and recognize and account for decisions in the process that will affect evaluation.

· Context. Ideally the process of integrating evaluation leads to better program design and an evaluation that accounts for context and extraneous variables that may affect outcomes of interest.  Identifying and accounting for them can require significant time and money – resources that are not easily justified once invested.  Understanding the resources necessary to investigate context is difficult and the worth of the effort can be called into question, especially when a variable not identified in the process and not considered in program design has a major effect.  
· Culture of evaluation.  Because the PPSI initiated the MN-DP for the purposes of informing the design and operation of a national paint management system, the PPSI quickly embraced the promise of program evaluation as a means of learning and program improvement.  However, a culture of effectiveness that is too strong can put the quality of program design at risk if the focus on measurement and evaluation supplants or confounds the actual purpose of the program.  For example, the purpose of the MN-DP is not to test an approach for integrating evaluation but to manage paint, and the vast majority of goals and objectives and those crafting them should focus on the program’s purpose and not evaluating it. 

· Evaluation policy.  Because a participatory approach to integrating evaluation results in an evaluation methodology informed by stakeholders, it also has the potential to address major components of evaluation policy, such as institutionalizing evaluation, funding, evaluation and evidence standards, and use and sharing of data and results.  In documenting discussions and decisions about these and other topics, the MN-DP has the opportunity to craft an evaluation policy that supports and documents the national paint management system’s commitment to effectiveness and improvement.
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